A tight lower bound for job scheduling with cancellation
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Abstract

The Job Scheduling with Cancellation problem is a variation of classical scheduling problems in which jobs can be cancelled while waiting for execution. In this paper we prove a tight lower bound of 5 for the competitive ratio of any deterministic online algorithm for this problem, for the case where all jobs have the same processing time.
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1. Introduction

The Job Scheduling with Cancellation problem (JS-Cancellation) is first put forward by Chan et al. [2]. A sequence of jobs arrive at arbitrary time for scheduling on a single machine. The jobs have different processing times, profits and deadlines. A job is not known until it arrives, and the processing time, deadline and profit are known when it arrives. At each time only one job can be scheduled. When a job is being processed, it can be preempted and restarted later from the beginning. Furthermore, there is also a sequence of cancel requests arriving at arbitrary time. A cancel request specifies a released job to be cancelled. If a job is being processed or is completed, a cancel request for the job will be ignored, otherwise the job will be cancelled. The objective is to maximize the total profit of satisfied jobs (i.e., those completed before their deadlines). A real-life example for JS-Cancellation is that printing jobs on a printer can be cancelled when they are waiting.

To gauge the quality of the schedules produced by an on-line algorithm, the competitive ratio analysis [1] is often used. Given an input \( I \) (a set of jobs) and an algorithm \( A \), we denote by \( S_A(I) \) and \( S^* (I) \) the schedules produced by \( A \) and by an optimal offline algorithm on \( I \), respectively. The competitive ratio of algorithm \( A \) is defined as \( r_A = \operatorname{sup}_I \frac{|S^*(I)|}{|S_A(I)|} \), where \(|S|\) denotes the total profit of completed jobs in the schedule \( S \).
In [2] a 5-competitive algorithm for JS-Cancellation is given for the case where all jobs have the same processing time. In this short note we show that when all jobs have the same processing time, no deterministic online algorithm for JS-Cancellation is better than 5-competitive, thus giving a matching lower bound.

2. Lower bound of JS-Cancellation

For a job \( J \), denote by \( a(J) \), \( p(J) \) and \( d(J) \) its arrival time, processing time and deadline, respectively. Without loss of generality, let \( p(J) = 1 \), which means each job is one unit in length.

**Theorem 2.1.** In the case that all jobs have the same processing time, no deterministic online algorithm for JS-Cancellation is better than 5-competitive.

**Proof.** The main idea of our proof is similar to that in Theorem 4.4 of Woeginger’s paper [4], which gives a lower bound for an interval scheduling problem. First, we state an important lemma that is proved in [4].

**Lemma 1 [4].** For \( 2 < \alpha < 4 \), let \( S(\alpha) \) be a strictly increasing sequence of positive numbers \( (v_1, v_2, \ldots) \) satisfying the inequality \( v_{i+2} \leq (\alpha - 1)v_{i+1} - \sum_{j=1}^{i} v_j \) for every \( i \geq 0 \). Then \( S(\alpha) \) is finite.

Define job sets \( \text{SET}(v_{\min}, v_{\max}, d, \delta) = \{j_1, \ldots, j_q\} \) with the following two properties:

1. The profits \( v(j_i) \) satisfy \( v(j_1) = v_{\min}, \ v(j_q) = v_{\max}, \) and \( v(j_i) < v(j_{i+1}) \leq v(j_i) + \delta \) for \( 1 \leq i \leq q - 1 \);
2. The jobs \( j_i \) in \( \text{SET} \) satisfy that \( 0 < a(j_1) < a(j_2) < \cdots < a(j_q) < d < a(j_1) + 1 \).

In the following, we set \( \alpha = 4 - \epsilon/2 \) where \( 0 < \epsilon < 1 \) is an arbitrary constant. We will show how the optimal algorithm, denoted by OPT, acts according to the behavior of a deterministic online algorithm, denoted by A. We will introduce a list \( L(\epsilon) \) of jobs, such that OPT can force A to behave poorly on \( L(\epsilon) \) and to have a worst case ratio of at least \( 5 - \epsilon \). OPT proceeds in several steps. In every step, some \( \text{SET}(\ast, \ast, \ast, \ast, \ast) \) is fed to A. In \( \text{SET}(\ast, \ast, \ast, \ast, \ast) \), all the jobs have indefinite deadlines. The exact structure of \( \text{SET}(\ast, \ast, \ast, \ast) \) depends on the action of A during the preceding steps. After a finite number of steps, the schedule constructed by A will have profit a factor of approximately \( \alpha + 1 = 5 - \epsilon/2 \) away from that of the optimum schedule.

Let \( \delta < \epsilon/4 \) and \( \delta_i = \delta/2^i \) such that \( \sum_{i=0}^{\infty} \delta_i = 2\delta \). The exact value of \( \delta \) will be determined later.

In the first step, a \( \text{SET}(\mu, \alpha\mu, 1, \delta) \) is released where \( \mu \) is any positive number. If A processes the first job with profit \( \mu \), then OPT processes the last job with profit \( \alpha\mu \), and no more jobs arrive. Immediately after OPT begins to serve the last job, there comes cancel requests to cancel all the jobs except the first one. So A can only gain a profit of \( \mu \). OPT first finishes the last job with profit \( \alpha\mu \) and then processes the first job due to its indefinite deadline, so that OPT can gain a profit of \( (\alpha + 1)\mu \) in total, which makes A lose. Otherwise, if A processes some job \( J_1 \) with profit \( v_1 > \mu \), then OPT processes the job arriving just before \( J_1 \) which has profit at least \( v_1 - \delta \). Denote this job as \( J'_1 \). OPT also issues cancel requests for all jobs except \( J_1 \). Let \( d_1 \) denote the difference between the completion times of \( J_1 \) and \( J'_1 \). Define \( w_1 = (\alpha - 1)v_1 \). Go to the next step.

In the second step, a shifted copy of \( \text{SET}(v_1, w_1, d_1, \delta_1) \) is released, in which all jobs arrive after the completion time of \( J'_1 \) but before the completion time of \( J_1 \). Hence, when the new set of jobs arrives, OPT has finished \( J'_1 \) but A has not finished \( J_1 \) yet. In the following we discuss three selections A may choose.

(S1) A does not interrupt \( J_1 \). Then no more set of jobs arrive and after OPT begins to process the last job in the new set with profit \( w_1 \), there arrive cancel requests to cancel all the jobs in \( \text{SET}(v_1, w_1, d_1, \delta_1) \). Then A can only finish \( J_1 \) and gain a profit of \( v_1 \). OPT can first process \( J'_1 \) in the first set, then the last job with profit \( w_1 \) in the second set, and finally \( J_1 \) (note that it is never canceled), so that the total profit OPT gains is at least \( (v_1 - \delta) + w_1 + v_1 = (\alpha + 1)v_1 - \delta \). By setting \( \delta < \epsilon v_1/2 \), A loses again. So when \( \text{SET}(v_1, w_1, d_1, \delta_1) \) releases, A is forced to interrupt \( J_1 \).

(S2) A chooses the first job in the new set with profit \( v_1 \). Then OPT acts the same as that in (S1) and after OPT begins to serve the job with profit \( w_1 \), there arrive cancel requests to cancel all the jobs except the first one in \( \text{SET}(v_1, w_1, d_1, \delta_1) \). Then A only gains \( v_1 \), and OPT can gain \( (\alpha + 1)v_1 - \delta \). A loses again. Since both A and OPT gain the same profits as that in (S1), respectively, we will ignore this case in subsequent steps.

(S3) A chooses some job \( J_2 \) in the new set with profit \( v_2 > v_1 \). Let \( J'_2 \) be the job arriving just before \( J_2 \) which has profit at least \( v_2 - \delta_1 \). Then a cancel request arrives to cancel job \( J_1 \). Furthermore, immediately after OPT starts processing \( J'_2 \), there arrive cancel requests for all jobs in the second
set except $J_2$. Denote the difference of the completion times of $J_2$ and $J_2'$ by $d_2$, and define $w_2 = (\alpha - 1)v_2 - v_1$. Go on to the next step in which a SET($v_2$, $w_2$, $d_2$, $\delta_2$) is released.

This is repeated over and over again. In step $(i + 1)$, $i \geq 1$, there is a shifted copy of SET($v_i$, $w_i$, $d_i$, $\delta_i$) in which all jobs arrive after OPT finishes $J'_i$ but before A finishes $J_i$. The last job has profit $w_i = (\alpha - 1)v_i - \sum_{j=1}^{i-1} v_j$.

A may select action (S1) or (S3). If A selects (S1), i.e., it does not interrupt $J_i$, then it can gain only $v_i$ and OPT can gain total profit $\sum_{j=1}^{i}(v_j - \delta_j) + w_i + v_i = (\alpha + 1)v_i - \sum_{j=1}^{i} \delta_j > (\alpha + 1)v_i - 2\delta_i$, then A loses when $\delta$ is sufficiently small. So, A is forced to select (S3), i.e., it aborts $J_i$ and selects a new job $J_{i+1}$ with profit $v_{i+1}$. Define the job arriving just before $J_{i+1}$ as $J_{i+1}'$ with profit at least $v_{i+1} - \delta_i$. Then the number $w_{i+1}$ is determined according to the equation

$$w_{i+1} = \max \left\{ (\alpha - 1)v_{i+1} - \sum_{j=1}^{i} v_j, v_{i+1} \right\}. \quad (1)$$

Move to the next step $(i + 2)$ with SET($v_{i+1}$, $w_{i+1}$, $d_{i+1}$, $\delta_{i+1}$), in which all the new set of jobs arrive after the completion time of $J_{i+1}'$ but before the completion time of $J_{i+1}$.

In the beginning, we have $v_{i+1} < v_{i+2} < w_{i+1} = (\alpha - 1)v_{i+1} - \sum_{j=1}^{i} v_j$. But according to Lemma 1, after a finite number of steps the number $v_{i+2}$ must be greater than $(\alpha - 1)v_{i+1} - \sum_{j=1}^{i} v_j$, and then $v_{i+2} = v_{i+2}$ must hold due to Eq. (1). In the following step $(i + 3)$, there arrives a SET($v_{i+2}$, $w_{i+2}$, $d_{i+2}$, $\delta_{i+2}$) with only two jobs $J_{i+3}$ and $J'_{i+3}$, where $a(J_{i+3}) = a(J'_{i+3})$,

$$v_{i+2} = w_{i+2} \geq (\alpha - 1)v_{i+2} - \sum_{j=1}^{i+1} v_j, \quad a(J_{i+3}) \text{ is later than the completion time of } J'_{i+2}, \quad \text{but earlier than} \quad \text{the completion time of } J_{i+2}.$$ 

Similarly, A has to abort $J_{i+2}$ and selects $J_{i+3}$ (or if A selects $J'_{i+3}$ the analysis is the same). OPT processes $J'_{i+3}$ first, and after OPT begins $J_{i+3}$ there arrives a cancel request to cancel $J'_{i+3}$. So A only finishes $J_{i+3}$ and gains profit $v_{i+2}$. OPT can process $J_{i+3}$ after it finishes $J'_{i+3}$, then OPT gains a total profit at least

$$\sum_{j=1}^{i+2} (v_j - \delta_j) + w_{i+2} + v_{i+2}$$

$$\geq \sum_{j=1}^{i+2} (v_j - \delta_j) + (\alpha - 1)v_{i+2} - \sum_{j=1}^{i+1} v_j + v_{i+2}$$

$$> (\alpha + 1)v_{i+2} - 2\delta$$

$$\geq (5 - \varepsilon)v_{i+2}$$

as long as $\delta \leq \varepsilon v_{i+2}/4$. Thus, OPT can gain total profit $5 - \varepsilon$ times what A gains. $\square$

### 3. Concluding remarks

In this paper we give an optimal lower bound for the JS-Cancellation problem. In fact, JS-Cancellation is introduced in Chan et al.'s paper [2] as a reduction to give better upper bounds for an online broadcast scheduling problem [3,2]. In this problem, clients request for pages stored in a server. Requests arrive online and each is associated with a deadline. When the server broadcasts a page, all requests to the same page that have arrived will receive the content of the page simultaneously. The server is allowed to abort the current page it is broadcasting before its completion and start a new one. An aborted page can later be broadcasted again from the beginning. The goal is to maximize the total weighted throughput, i.e., the total weighted lengths of all satisfied requests. A 5-competitive algorithm for broadcast scheduling follows from the 5-competitive algorithm for JS-Cancellation. Our optimal lower bound for JS-Cancellation shows that it is impossible to further improve the upper bound of broadcast scheduling using the JS-Cancellation approach, and new ideas are required. In [5] a new 4.56-competitive algorithm for broadcast scheduling is given, which considers the deadlines of requests in addition to their weights.

In fact JS-Cancellation is, in a sense, a job scheduling problem with variable (or unknown) deadlines. Our result shows that JS-Cancellation is provably harder than broadcast scheduling: without knowledge of deadlines, any algorithm has to be at least 5-competitive, while with this information a 4.56-competitive algorithm exists.
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